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Abstract

The paper focuses on automated white-box and black-
box testing of programs. The black-box testing tool has
automated input data generator and the subsystem of
output data comparison. The described tool can be
applied to the testing of portability and scalability of
parallel programs. The attention is given to aspect of
syntax analyzer testing as a part of developed tool for
white-box testing. The syntax analyzer testing process, 
proposed in this paper, is based on all significant
language sequences deduction from formal grammar
specification.

1. Introduction

The system for automated program testing is presented 
in this paper. 

At present, graphical interface and web-applications 
[1] automatic testing tools are popular. Paper [2] is 
dedicated to the problems of complex software systems. 
Strategies, planning, resources needs for testing complex 
software are considered also.   

The testing tool includes random input data generator, 
running programs using random input data subsystem, 
checking results equivalence subsystem and testing 
results output subsystem. This tool allows testing 
calculation modules using “black box” approach [3]. 
Special tools are used to test program using “white box” 
approach [3]. Those tools allow controlling the coverage 

of program branches by set of tests. This tools software 
system could be used if 
• testing program has test presented as the pair 

<input data files set, corresponding output data 
files set>; 

• template program is given (for example, to test 
parallel program we have template sequential 
program); 

• it is needed to test the program on a different 
computing systems (for example, 4 nodes cluster 
and 16 nodes cluster and we need to test 
scalability and compatibility). 

2. Testing using «Black box» approach 

This software tool is designed to automate the black 
box testing of the computational modules that are part of 
the high-performance software complex. The «black box 
testing» term means a lack of access to a source code of 
the tested program, and the lack of understanding of its 
internal structure. 

The test system sequentially executes the tested 
program with different input data and on different 
configurations of the computing system. At the end of 
each run the test system automatically evaluates the 
success of the test. The report file is generated as a result 
of the execution of all required tests. 

The input data files for the tested programs are 
generated automatically by their description. The random 
number generator from the standard C library is used to 
generate the data. 
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In this system the following restrictions on the testing 
program were adopted: 

• The program is not interactive, i.e. it does not 
contain a graphical user interface and does not 
read data from the console. 

• The program works with predefined input and 
output files in a fixed format. 

Test system is configured using a configuration file, 
which describes the following information: 
• Execution configurations of tested programs. 
• Input and output data formats of tested programs. 
• The test cases. 
Execution configuration means a configuration of 

computational systems, which will run the test program. 
The test system is able to run the testing program on a 
multiprocessor system (using OpenMP), and on a cluster 
of multiprocessor nodes (using MPI + OpenMP).  

Input and output data of the tested programs are 
described in a special format called IODataDescription. 
This XML-description can be created using any text 
editor as well as specially developed for this system 
IODataDesriptionEditor editor. IODataDescription 
format is used in the IODataTuner library. With the help 
of this library the test system gets the following features: 
• Generating of input files with random data by a 

format description. 
• Checking the correctness (consistency with 

description) of the input/output data files. 
• Checking the equivalence of the two files with the 

output data in terms of description. For example: if 
one file contains the real number 3.1415, and the 
second one - 3.1414, while the description 
specifies the accuracy of 0.001, these data are 
considered equal, and the files they contain - as 
equivalent. 

Test case is determined by a combination of the 
execution configuration, the input data set and the 
success conditions. The test is considered successful if 
and only if all its success conditions are met. The test 
system supports the following conditions: 
• The program must return a zero return code. 
• After the completion of test program an output 

files must be saved to disk. 
• The output data must be consistent with their 

description and must be equivalent while running 
on different configurations. 

Automation of testing by the “white box” principle.
Program system, described above, which is intended 

for automation of program modules testing by the “black 
box” principle, is extended to the system for testing by 
the “white box” principle. This extension is based on the 
internal representation of programs [6], which is used in 
Open parallelizing system (OPS) [4], [5] and on a work 

with a program control flow graph. This extension is 
developed for programs written in C and FORTRAN 
languages. 

Coverage of control flow is used as a criterion of 
completeness of testing in this work. Registration of 
program passing through the edges of control flow graph 
is needed for use of this criterion [7, p258]. Special 
operators (registrators) may be placed into program 
locations, which correspond to control flow graph edges, 
for automation of such registration. Addition of 
registrators into program text increases program 
execution time. It is enough to place this registrators not 
on all edges, but on some subset. Algorithm for finding 
such minimal subset of edges is described in [8]. This 
algorithm is implemented as a program in the context of 
the given project. 

Figure 1. A set of control
edges on the Flow Control

Graph for the program
fragment is highlighted

3. Automatic test generation for syntax
analyzer

The automatic tests generator for the parser [9] has 
been developed. Tests are aimed to prove implementation 
correctness of following aspects: 
• the parser under test accepts all strings of target 

language (completeness); 
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• syntax error detection capability (recognition 
correctness). 

The language, which needs to be parsed, represented 
as a formal grammar description [10] in EBNF (Extended 
Backus–Naur Form). This description is given to the 
generator as an input data. Dependency graph of 
nonterminal symbols (fig.1) is built by formal grammar 
description automatically. The graph nodes represent 
nonterminal symbols. The graph edges depict the 
dependencies of the symbols according the input 
grammar rules. 

Figure 2. The nonterminal
symbols dependency graph 

(the figure illustrates the
simplified formal grammar of 

C-language)

The set of non-terminal pairs is built as the result of 
full enumeration process: 

C = {(Ni , N j )}, , i j =1, n , where n is the total 
 amount of nonterminal symbols.    (1) 

By using the non-terminal dependency graph it is 
possible to determine whether nonterminal N j  can be 

deducted from Ni . The deducibility is determined 
sequential for each pair from set C. If the pair is 
deductable, the string 
s = S →�→ Ni →�→ N j →�T , where S – the start 
symbol, T – terminal symbols, is produced. It is 
guaranteed that each string s belongs to the target 
language by using of that algorithm and each nonterminal 
from set C presents in the set of generated strings. 

The test set completeness criteria is occurrence of 
string derived for each pair of nonterminals in set C. 
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